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**Introduction:**

Genetic algorithms have been conceptualized since the very beginnings of computers. During the 1960’s, researchers began to investigate the notion of computationally finding solutions to problems via simulating an evolutionary process on potential solutions.

The way genetic algorithms work is as follows. First, one must have / produce some sort of objective formula (known as the fitness formula) by which potential solutions can be judged. With most problems to which computers are applied, this is takes the form of a mathematical formula. Then, a variety of solutions to the formula are randomly generated. The following is repeated until an optimal solution is found: Each member of the population (that is, each potential solution) is evaluated against the fitness formula and weighted depending on how well that solution fit the fitness formula. Then, two “parent” solutions are selected, and their properties duplicated and combined. The weight of each parent affects the likelihood that it is chosen, such that parent solutions that fared better (higher fitness score) are more likely to pass along their traits to successive generations. This process of selecting parents and generating children is repeated until there is the same number of children as there are parents. At this point, the children solutions replace the parents and are themselves evaluated on their fitness. The process then continues.

The advantage to this kind of problem solving is that many types of solutions are considered. This includes solutions that humans might not have before considered. This type of algorithm is best suited to finding solutions for problems that need to be optimized, and not necessarily for problems that have only an exact solution. One disadvantage to this type of solution finding is that the problem given must have some quantifiable way of determining fitness.

**Simulator and Calculations:**

Alex Chaloux and I wrote a program in C++ that would find the solution to a problem using a genetic algorithm. The problem we were instructed to solve was a simple function:

![](data:image/png;base64,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)

The function took one input: x as an integer. To be able to modify and come up with different iterations of solutions, we examined potential solutions as bit strings. Each bit string was evaluated as an integer and plugged into the function above to determine fitness. The astute will notice that the optimal solution is obvious, that all bits be set to 1, and thus give the highest output from the function; however, this solution is not as immediately obvious to a computer, and serves as a good example problem.

In determining run conditions for our genetic algorithm on this function, we altered five separate variables to determine their effect on the algorithm. The variables were: 1) The number of genes in the genetic string, or the number of bits in the integer 2) The population size, or the number of possible solutions 3) The mutation probability. This was the probability that a bit would be mutated from what its parents’ bit was. 4) The crossover probability. This was the probability that some of the bits would be swapped in the string. And 5) The number of generations over which the problem was run.

In running the genetic algorithm simulator, we took the 5 variables, as well as a number to seed the random generator. If the program was passed a -1, the number generator was seeded on time (more random). We wrote a configuration generator in C++ to write configuration files to automate simulation runs. The configuration generator generated 25 different variations of the 5 variables. For each variable, we had a configuration with 5 variations that that variable, while holding the other 4 variables constant. The static values were constant throughout all tests, and the values were as follows: 1) Number of genes: 20 2) Population size: 30 3) Mutation probability: 0.03 4) Crossover probability: 0.06 and 5) Number of generations: 25. For all configurations, we seeded the random number generator with -1.

After running the 25 configurations, we graphed 3 points of data from each simulation. We graphed the both the average fitness of the population and the fitness of the best individual against time (generation number). We also plotted the number of correct bits in the most fit individual against time (generation number).

**Results:**

In the interest of being concise, I will only put the first, third and fifth iterations of each variable. I will show the Average Fitness and Best fitness graphs for these variations. At the end, I will include several other iterations of the Number of Correct bits vs generation graphs. This will be sufficient to show the patterns, but will limit the number of graphs.

The following are the results when graphing the first, third and fifth variation of the number genes: 10, 20 and 30, respectively.

The following are the results when graphing the first, third and fourth variation of the population size: 10, 50 and 100, respectively.

The following are the results when graphing the first, third, fourth and fifth variations of the mutation probability: 0.01, 0.05, 0.1, and 0.2, respectively.

The following are the results when graphing the first, third and fifth variation of the mutation probability: 0.25, 0.6 and 0.8, respectively.

The following are the results when graphing the first, second, third and fifth variation of the mutation probability: 10, 25, 50, and 1000, respectively.

**Discussion and Conclusions:**

Below is a discussion on each variable and how it affects the fitness of a solution population over time.

**Number of Genes**: It can be seen from the graphs that a lower population size seems to encourage a population to increase its average fitness more quickly. This may be because with fewer genes, fewer mutations need to be made to find a better solution.

**Population Size**: It can be seen from the graphs that a higher population size seems to allow a population to become more fit. With more individual solutions, it is more likely that a better solution might be found via mutations.

**Mutation Probability**: It can be seen from the graphs that, generally, with a higher mutation probability, a population can achieve a more fit population more quickly. However, it is also seen that if the Mutation probability gets too high, the population’s fitness can suffer. This variable thus must be balanced. Too little mutational probability and not enough mutations occur to increase the population’s average fitness over time. Too much mutational probability, however, and a population might achieve a high level of fitness and then loose it, because the successful genes got mutated back out.

**Crossover Probability**: It can be seen from the graphs that crossover probability affected the populations in a strange way. When a child string has its genes crossed over, the less important genes are swapped with the most important genes. Thus it can be seen that when this happened, populations took sudden jumps. If these jumps occurred toward the beginning, they were more influential, as the two ends of the string of genes were less similar. As time went on and the population had more “correct” bits overall, the crossover probability was less influential.

**Number of Generations**: It can be seen from the graphs that as the number of generations grew, the effect of each generation became less and less. The fitness of the best individual hit above 0.9 after about 5 or 6 generations, and the average fitness of the population continued to grow at a steady rate until about after 25 to 30 generations. After that point, it can be seen that the average fitness of the population does not increase much, if at all, and continues to hold an average of about 0.75. It is important to note here that our random numbers were seeded by time, and that each simulation had a (theoretically) different seed. Thus the ten generations of the first configuration and the first ten generations of the fifth configuration are not inherently the same, but still behave similarly, meaning that the behavior of these simulations was regular.

As for the quality of this type of algorithm, it can be seen that it is well suited for optimization problems, as solution finesses trend upward over time. It must be noted here something regarding the correct bits of the most fit individual over time. It can be seen from most plots that this number tends to trend upward over time, but this is not a sure thing. This behavior is, in fact, indicative of the poor quality of the fitness function that was used for this inquiry. The nature of the way we evaluated individual solutions was not particularly optimal for this type of algorithm. Because the fitness of a string was based on the integer interpretation of that string’s binary genes, each successive gene was doubly as important in terms of fitness as the one before it. This meant that a mutation of a gene near the one end of a string was much more influential than a mutation at the other end. When a solution string was crossed over (with a higher crossover probability), if the one side of the string was significantly more or less fit than the other side, the effect of the crossover was much more significant. Returning to the bits in the correct individual, it is seen that even though the strongest individual was trending upward, the number of correct bits might not be. This is because the Number of Correct Bits metric does not take into account the position of the correct bits. Thus it can be seen that this metric does not provide very much helpful information.